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Introduction

Who Else Is Doing This? What Problems Are They Solving?

Fred Hutchinson Cancer Research Center. HudsonAlpha Institute for Biotechnology. A top-10 global
pharmaceutical. Counsyl. Oklahoma Medical Research Foundation. Ploid. University of Virginia. Georgia
Tech. SURFsara. And more. These companies and institutions—ranging from leading pharmaceuticals to
globally recognized not-for-profit researchers and myriad organizations providing specific services to the
industry—have been moving rapidly into the future of scientific computing and research, and—for each of
them—managing the ever-growing repositories of data has been a challenge.

Individual departments or researchers maintain their own servers and storage; some use Amazon or Google’s
cloud services; some leverage a central IT department; most do some of both. Important data gets shipped
around the world on disk drives, so collaboration moves at the pace of freight shipments, and extra copies take
up unnecessary space. The sum of all the laptop, workstation, GPFS/Lustre, NAS/SAN, and AWS/Google
storage keeps growing, but no one has a clear view into what is stored where. Most of the applications still
require NFS or CIFS protocols, but the scalable/flexible/cost-optimized cloud storage vendors only support the
S3 or Swift APIs...or try to bridge the gap with an expensive gateway that can’t scale like the storage itself.
Centralized search of the “whole archive of data” is a pipedream; metadata must be a part of the answer, but
there are no standards for what metadata to generate or how to store it to make global search a reality.
Meanwhile, the expectations of things like personalized medicine only accelerate expectations for fast
turnaround times, so project deadlines squeeze closer, and no one has the time to think about overhauling an
entire infrastructure to proactively address all of this for the future.

Swistack

Insufficient data transfer rates & capacity scale Massive throughput & multi-PB scalability
MNurnerous storage destinations, lack of organization/search Metadata management & search
Need for geographic redundancy & availability Multi-site, Storage policies, Replication & EC

High cost of traditional & public cloud storage limits money

available for research or business Affndabity
Need to share costs Multi-purpose, multi-tenant, & charge-back
Grant-money-based budgets Flexible pricing
Limited staffing Simple management
Collaboration & Hybrid Cloud complexity Cloud 5ync, ACLs, Built-in URL access
Cleanup of temporary data Auto-expiring objects
Vendor/technology lock-in, future-proofing Hardware neutral, open-source core
Errant modification or deletion Versioning, undelete, &k delete protection

Figure 1: Common frustrations or limitations experienced in the life sciences industry that SwiftStack has specifically addressed®as reported by current
SwiftStack clients.
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If any of that resonates, you are not alone; every company mentioned above—and many others—have been
where you are. SwiftStack can’t cure cancer or prevent heart attacks or understand juvenile diabetes or help
prepare new parents to care for a special-needs child, but we have made it a fundamental part of our business
to simplify data management so that you can. This blueprint is intended to introduce a strategy and
architecture that has worked well for many SwiftStack clients to date; there are many details not included here,
but we stand ready to discuss them with you if that would be helpful.

Why Cloud Storage? Why Change What We’re Doing Today?

At the risk of being overly pointed, if what you were doing today was working and would continue to do so in
the foreseeable future, you probably wouldn’t be reading this! A collection of legacy technologies have been
used in the last two or three decades to store, organize, and protect data—hopefully in a cost-optimized
manner; examples include SAN and NAS systems isolated to a single data center with hardware that had to be
refreshed every three to five years, tape libraries and offsite vaults—which also required refreshing tape
cartridges, replication and file transfer software, arbitrary directory and subdirectory file/folder structures, and
more.

Generally speaking, these strategies and technologies worked well enough when the average enterprise
organization’s data existed primarily in a one or two data centers and consisted of tens to hundreds of
terabytes, but the average enterprise today is already experiencing or preparing to face the need for a single
global namespace, simple scalability to tens or hundreds of petabytes, absolutely transparent hardware and
software updates, automatic policy-based replication, data protection and data movement algorithms, and a
more sophisticated search-and-find mechanism. A patchwork of those legacy technologies simply cannot
provide the scalability, flexibility, simplicity for applications and administrators, and cost-optimization that a
cloud-native architecture provides, and the longer you wait to begin your transition to cloud-native
technologies, the more difficult that change becomes.

Why Hybrid Cloud? Why Not 100% Public Cloud?

Good question, and there isn’t a one-size-fits-all answer. For some organizations, there are legal or
corporate-policy reasons that not all data can be stored in a public cloud service like Amazon S3 or Google
Cloud Storage. For others, even if an all-public-cloud strategy is a part of a future vision, that is a big jump
from the current strategy, and a phased approach to get there makes much more sense. Additionally, the
gravity of data is a factor: In data-intensive workflows, if hundreds of terabytes or even petabytes of data are
generated on-premises, it may just be impractical to move all of it to a public cloud, but it is possible to
experience many of the benefits of the public cloud in your private environment.
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Where Are We Headed, and What’s The First Step?

Cloud-native storage is the first step to
realizing the values of hybrid cloud

®

Figure 2: Storage is one of the most challenging pieces of moving from an exclusively on-premises architecture toward a cloud strategy, but
SwiftStackis experience and cloud-native architecture provides a very practical first step in the journey.

SwiftStack’s assumption is that everyone is moving toward a cloud-based architecture at one pace or
another—whether that is public-cloud or (more likely) hybrid- or multi-cloud, but moving data and/or changing
the way applications interact with storage is one of the most challenging steps in that journey. For that reason,
we believe the easiest first step is to implement “cloud-native storage” that behaves just like public cloud
storage in your data center(s), then you can begin to modernize applications and workflows and leverage
SwiftStack’s policy engine to synchronize, migrate, and/or archive data between your private cloud storage and
one or more public clouds. At that point, you've already arrived at a hybrid- or multi-cloud architecture, and by
adjusting your storage policies, you can optimize your data placement and storage strategies to fit cost,
performance, and durability requirements as they change for your business.

Important Building Blocks

A Collaborative Advisor: Partner with someone who does this kind of thing

SwiftStack’s approach is simple: You are the expert at your business, and we want to help. Our expertise is in
modernizing storage architectures and workflows that leverage private, public, and hybrid/multi-cloud storage.
To the extent that may be helpful to you, we would be happy to share what we have learned from working with
our many clients—particularly those in the life sciences industry. If our products are a fit for your needs, great;
if not—or if not at this moment, then we’d be glad to maintain a friendship nonetheless.
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Policy-Based Data Placement: Define policies; let the system manage the data
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Containers/buckets are assigned a storage policy for
global data tiering in a single namespace

Figure 3: SwiftStackis policy engine for data placement and data durability spans geographic regions with a single namespace and provides a
foundation for a scalable scientific data repository.

One of the many benefits of cloud storage is to have a single storage system that addresses the needs of
many uses and different tenants. Most often, each application has different requirements from the storage
system. SwiftStack is policy-driven storage that allows the application to choose how and where its data should
be stored as well as the level of protection that data requires.

Different types of hardware in different geographical regions are mapped to a storage policy. Then, when a
container/bucket is created, it is assigned to a specific storage policy. When data is written to that
container/bucket, it is stored in compliance with that policy. For example, it may be written to high-performance
disk drives and replicated to a secondary data center because of what the policy specifies. This functionality
allows you to eliminate storage silos for each application by treating data uniquely while storing it under a
single namespace.



Modernizing Data Management in Life Sciences @ SwiftStack

Multi-Region Private Cloud Storage: Infinitely grow a single global namespace

Single namespace
across two
datacenters

Nodes in a SwiftStack cluster can be located in multiple datacenters, replicating
data based on policy for increased protection and location-optimization

Figure 4: Built-in disaster recovery, remote distribution of data, and collaboration are enabled with SwiftStackis storage policies that span data centers
even around the world.

Nodes in a SwiftStack cluster can be located in multiple datacenters. Unlike traditional storage, replicating data
across multiple geographic regions is built into SwiftStack. There’s no need for third-party replication software
or the requirement to manage independent storage in each site to further protect or location-optimize your
data. Also, geo-replicated containers/buckets have a common namespace, so if a node in one side becomes
unavailable, the storage is automatically accessed in another region.

Hybrid Cloud: Seamlessly link private and public cloud storage
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Figure 5: SwiftStackis Cloud Sync feature set allows for seamless connections between on-premises private cloud storage and public cloud buckets.

Cloud Sync in SwiftStack can replicate data to and from public cloud storage—enabling hybrid-cloud workflows
for data protection, collaboration with others, cloud bursting, and offsite archiving. Policies can be configured
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to determine whether data is synchronized, moved, or moved after a specified time between private and public
cloud storage. Both object data and its metadata are synchronized, and data moved to public cloud services is
always stored in its native format, so applications can access it directly in the public cloud (e.g., from an EC2
instance) if desired, but if access through the SwiftStack APl endpoint is preferred, SwiftStack maintains a
single namespace for access even if data has been migrated from SwiftStack to a public cloud service.

Metadata: Capture, index, and search among a multi-PB repository
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Figure 6: SwiftStackis integration with Elasticsearch to index metadata makes it a simple thing to search and find relevant data across a global,
multi-petabyte repository.

When applications write objects into SwiftStack, any amount of metadata can be associated with the objects.
SwiftStack can automatically send that metadata for each object to Elasticsearch, a popular open search
platform, so it can be indexed and searchable. This allows for very fast searches across even multi-petabyte
repositories of data; when the desired subset of data has been identified, it can be easily accessed for use.

Extensible Middleware: Customize the storage as needed
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Figure 7: Customizable middleware in SwiftStack makes it possible to integrate with nearly any workflow. One relevant example is implementing a
metadata-enforcement step used when new data is uploaded to the repository.
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Custom middleware is functionality you can develop and run in the data path on SwiftStack. This gives you
endless possibilities for what you can do with your data before it is stored, when it is read, or as it is appended
over time. For example, as an application puts data into the cluster, middleware triggers can act to alter the
data before it is stored on the object nodes. For some of SwiftStack’s life sciences clients, middleware is used
to enforce metadata rules before objects are stored in the SwiftStack cloud. And because middleware
functions on SwiftStack’s scalable proxy nodes, it is as scalable as the storage system itself!

Almost Here: Universal Access: Bring legacy applications to modern infrastructure
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Figure 8: SwiftStackis bi-modal support for NFS and SMB makes it possible to use a cloud-native storage architecture even with legacy applications that
have not yet been updated to speak the native language of cloud APIs like S3 or Swift.

One of the biggest challenges to adopting cloud storage is that
it speaks a different language than most traditional
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Figure 9: There are many tools for uploading and downloading data a SwiftStack hybric cloud.
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SwiftStack has always supported cloud storage APIs, but now—in addition to the popular S3 and Swift
APls—SwiftStack storage can be simultaneously accessed via the traditional NFS and SMB protocols as well
without the need for an external gateway. (NOTE: As of writing, the new file access features were in limited
customer beta with a goal to make them generally available in late 2017. Contact SwiftStack for the latest
development updates.) Access to data in SwiftStack is fully bimodal, so data can be written via a file protocol
and then be accessed via object APIs and vise versa. In addition to S3, Swift, NFS, and SMB, a variety of
other tools are available for both humans and machines to interact with SwiftStack; the chart above lists some
of the more common access tools and their primary purpose.

Future: Monitor Data Placement & Utilization: Understand usage & refine policies

SwiftStack’s software roadmap includes features for monitoring and managing where data exists across
traditional file-based storage systems, on-premises private cloud storage, and public-cloud storage. With
knowledge of locality, durability, capacity, performance, and cost at your fingertips, you will have the option to
apply policies to optimize these parameters by placing data according to your needs. SwiftStack can manage
the policy-based data movement for you—providing a single namespace for search that spans your storage
technologies—while always maintaining data in its native format so that applications can operate on it in your
data centers and/or in one or more public clouds—wherever is best for your business.

A Consolidated Solution

By using the building blocks described previously, we can draw a compelling picture of a modern data
management strategy that is policy-driven, hybrid- or multi-cloud, spans data centers, scales to petabytes of
capacity and gigabytes-per-second of throughput, and can be searched in seconds.
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Figure 10: SwiftStackis hybrid cloud storage can become a central repository for your scientific workflows.
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Data generated by genomic sequencing, medical imaging, computational chemistry, and similar workflows can
be uploaded directly to SwiftStack private cloud storage, and policies can be defined to ensure that data is
replicated across data centers and/or to public cloud storage destinations if desired.

If metadata is available, it can be stored with the objects and indexed for searching. Note that we find most of
our clients have an idea of how metadata could prove to be helpful but haven’t settled on a particular standard
to use or enforce. SwiftStack can provide some input to this discussion based on our experience with other
clients; implementations range from ad-hoc and manual metadata attachment at the time of uploading objects
to a sophisticated “metadata API service” that SwiftStack uses in middleware to enforce that particular
metadata fields are populated before objects can be uploaded to the private cloud.

When data is needed for subsequent analysis or research, it can be accessed directly in SwiftStack or quickly
staged to local low-latency storage when appropriate. When one-way delivery to an end-user or two-way
collaboration is required, it can be enabled by using access control (ACLs) to provide restricted access to
SwiftStack containers/buckets, by sharing time-limited read-only “temporary URLs” for single-object download
access, or by synchronizing data to a public cloud bucket and providing credentials for that bucket to those
who need it. And as legacy file-based applications are modernized to leverage new functionality in cloud APls,
data written via NFS or SMB is simultaneously accessible via S3 or Swift.

Getting Specific: Example Workflows

Next-Generation Sequencing (NGS)
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= Temporary Storage HPC Cluster
lllumina (reduced capacity) (with “scratch space®) Scientific Data
Sequencers Archive

automation (e.g.,

CLl or the Swi

Figure 11: For sequencing workflows, the easiest first step to experiencing the benefits of SwiftStack cloud storage is to append it at the end of your
existing workflowd®reducing the capacity requirement on your existing storage without significantly affecting your existing workflow automation.

11



Modernizing Data Management in Life Sciences “» SwiftStack

The next-generation genomic sequencing workflow is a familiar one for SwiftStack, as we have several clients
who use SwiftStack in various parts of this workflow—including “sequencing as a service” providers who
generate BCL, FASTQ, and/or BAM/SAM data, store it in SwiftStack, and make it available to their customers
from there—as well as a variety of research institutions both with and without in-house sequencing equipment.
For most of our NGS clients, the vision for SwiftStack is for it to serve as the central repository and long-term
archive for all of the data generated during this workflow, but many of the interim processing tools (e.g.,
lllumina’s bcl2fastq) and subsequent analysis applications do not yet support the S3 or Swift APIs. Until they
do, or until SwiftStack’s file protocol support obviates the need for them to change, there are two viable options
in use by current SwiftStack clients.

One option is to move data in and out of SwiftStack at each step in the workflow to HPC or other POSIX
storage as required. Though this may sound a bit unwieldy, it is quite reasonable in practice, as SwiftStack
can support very high-throughput uploads and downloads, and the data movement can be easily automated
using scriptable commands in any automation toolchain or LIMS system.

Another—and somewhat more popular—option is to conceptually append SwiftStack at the “end” of the portion
of the workflow that remains consistent. For those with in-house sequencing, this may be after a FASTQ file or
similar is generated or after alignment is complete. This strategy relegates existing HPC or POSIX storage to
interim steps in the workflow and/or to specific analysis steps that require it, but there is no longer a need to
retain data there long-term (or in a tape archive, for that matter), which means many clients can reduce or
repurpose their POSIX storage footprint while beginning to leverage the features of their new cloud-based
storage repository. This strategy also acts as a logical first step to eventually leveraging SwiftStack more
directly in interim steps in the workflow when appropriate.

In either case, metadata is typically captured as key-value pairs in a text file that corresponds to a sample or
analysis as it progresses through a workflow, and when the data is ready to be stored, the script or LIMS reads
the text file and uses the key-value pairs as metadata tags to upload with the object using a command like the
following:

$ curl -H "x-object-meta-foo: bar® -H "x-auth-token: secret-token*
http://swift/account/container/object --data-binary @myfile

If an Elasticsearch instance has been configured for SwiftStack, the metadata will be populated in
Elasticsearch to make subsequent search using those metadata tags incredibly simple.
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